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This paper covers the problem of functional site prediction in proteins. Prediction of functional sites is a challenging task with several possible solving techniques. The most popular among them is computational prediction. According to [1], 98% of annotations, listed in Gene Ontology database, are marked as “inferred from electronic annotation”.

This paper suggests another way to predict the functional sites of the protein, based on its 3D structure. The key idea is to exploit the fact of mutual co-dependencies among the amino-acid residues, in contrary to the widespread machine learning techniques that implies the mutual independency and identical probability distribution of supplied data.

The method, given in this paper, has a good and clear explanation with diagrams that helps to understand the main steps of the algorithm, although it has some significant drawbacks that will be discussed below. 

One of the main drawbacks is the lack of source code for the given paper that allows the reader to reproduce the results obtained, especially taking into account the fact, that they use their own classifiers that cannot be obtained elsewhere. The problem is that the use of alternative fitting coefficients and weights in the same formula can lead to different and sometimes even contrary results, especially because of the heavy use of the latter in their formulas (like regularization term in formula 4 and bias term in formula 6). 

Some questions arise concerning the performance issues of the algorithm. For example, it is not clear why do authors prefer 5-fold cross-validation during the classifier training, because it shrinks the available training dataset and makes the algorithm to train 5 times. Probably, in this case it is more preferable to use independent test set. The authors do not give any explanation for the latter choice. Another performance issue can arise in the step 3 (iterative collective inference scheme) as it uses iterative approach for calculating the labels. The drawback is the following – there is no proof given that this iterative method will converge to some final value. Also, the authors use three threshold values (polarity, local classifier and message strength thresholds) without providing any guidelines on neither how to choose these values, nor even on the possible limitations on the threshold values. It seems that these thresholds are very dataset-dependent and inaccurate choice can lead to wrong results. Taking into account the performance issues It will be a good idea to provide the working time of their algorithm on the selected dataset and compare it to the other tools.

Another unclear step in the algorithm is the choice of the update parameters in section 3.2.3. The authors prefer to update the label vector on each iteration, although, probably it will be faster and easier to update the polarity.

In conclusion, it is worth mentioning that the achieved results on the dataset are better than the other algorithms’ results, and the proposed method doesn’t require information about homologous proteins.
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